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Motivation

e Terminal based interfaces can be very daunting for new users with little to no experience

o We need a way to make HPC more accessible to improve the learning curve

e Web-based interfaces are a good solution

e There are many available:
» JupyterHub
» RStudio
» Galaxy
» Open OnDemand

James Willis (SciNet)

Jupyter

Interactive Computing with Open OnDemand

COMMUNITY HUB

JnDemand

December 11, 2024

3/28


https://jupyter.org
https://rstudio.com
https://galaxyproject.org
https://openondemand.org

What is Open OnDemand?

e Open OnDemand is a web-based interface

that provides access to HPC resources e —
e Open-source project developed by the Ohio
Supercomputer Center (OSC) - e About Us

 Aboutus

e Funded by the National Science Foundation
(NSF)

e Used worldwide across ~400 HPC centres,
including:

Active Deployments

» Grex - University of Manitoba

> Bridges2 - University of Pittsburgh . d

» Anvil - Purdue University © 000 2-:'-90"' m
» Expanse - San Diego

» LUMI - IT Center for Science (Finland) Our History & Vision
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What is Open OnDemand?

® Designed to make HPC more accessible to users with no prior experience

e Built with Ruby and JavaScript

e Provides a graphical interface to computing resources as opposed to the command line

e Great tool for teaching and learning HPC skills incrementally

e Lowers the barrier to entry for new users who may be intimidated by the command line interface

® You can even access it from your mobile phone!
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Open OnDemand Deployments




Key Features
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Web-Based Access

e Users can access HPC resources through a web browser without needing to install specialised
software or configure SSH connections manually

SciNet Ondemand ~ Apps~ Files = Jobs ~ Clusters ~  Interactive Apps =

OnDemand provides an integrated, single access point for all of your HPC resources

Message of the Day

lease contact

Support: support @scinetutoronto.ca or nlagara@tech.allia

Pinned Apps A featured subset of all available apps

>_ || &

Niagara By Core Shell Job Composer Active Jobs Niagara Deskiop

System Installed Ap A System Installed App

System Installed App

Py
Jupyter "
-
Jupyter Lab Rtudio Server

System Installed App System Installed App
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Job Management

e It provides an intuitive way to submit, monitor, and manage batch jobs using the SLURM scheduler.
Users can easily create and customise job scripts using web forms

% mand / Job Composer ot

Job Dotals
13855185
oo e

scratehsiscinetwillis2/mpltests.
St

Submil Serpt

submitmpi siurm
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Job Monitoring

SciNet Ondemand ~ Apps~  Files = Jol Clusters = Interactive Apps = & My Iteracf

Active Jobs

Show A+ | entres
m Name
15883422 cp2kiobsh
13883786 demo3

13883811 memc-analysis

meme-analysis 13883811

Cluster
Jobid

Job Name.
User
Account
Partiion
State
Reason
Total Nodes
Node List
Total CPUs
Time Limit
Time Used
Start Time
End Time

Memory.

Output Location

/4Ds/Fs0/project/s/sean/adamso/niLky-way/code/ jobs
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e Sessions

User

tzeng

camilleg

adamso

Account Time Used

deftzeng-ab 023502

defmelark o011

defnassimb-ab 000037

Niagara
13883811
meme analysis
adamso
defnassimbab
compe
COMPLETED
None

1

nia1671

20241120 114511
20241120 11:45:48
175000M
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Queve

compute

compute

compute

Status

< Develop = @Help ~

Cluster

Niagara

Niagara

Niagara

@ Log Out

AllJobs ~ | Al Clusters

Filtr

Actions
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File Management

e Users can upload, download, edit, and manage files stored on the cluster through a built-in file
rowser

SciNet Ondemand  Apps~  Files = Jobs ~ Clusters ~  Interactve Apps = @ My Interactive Sessions <> Deveiop = @ Help - ’ @ Log out

DT D ) ) | = v | o oo | Y] w0

home / s/ scinet/ wills2/ [ Gf Change drectory 1 Copy path

CIShow Owner/Mode  CJShow Dotfies  Filter

Showing 45 of 17 rows - ows selected
Name Modified at
benchmarks iE B 121572023 1:51:26 PM
Deskion i 9/13/2024 1228:48 PM
Documents = - 6/25/2024 416:29 PM
Downloads - 2/8/2024 418:53 PM
anu_paralel = 1472024 20736 P
apuworkshop - 41412022 40953 PM
nstal = 2/16/2024 23410 PM
-scripts - 212022111417 AM
inueconfig 113172022 1238:34 P
matiah - 2172023170324 AM
9/13/2024 1228:48 PM

3712022121211 PM
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Interactive Applications

e It supports running interactive applications like Jupyter Notebooks, RStudio, VS Code or remote
desktop sessions, making it useful for data analysis, visualisation, and interactive computational tasks

fle Eit View Run Kemel Tabs settings Help

& My Interactive Sessions.
. ET x
B+Xx0D0>.

Home / My Interactive Sessions / Jupyter Lab
[eyp import. nuapy as np
inport matplotLib.pyplot as plt
= Name motifed import pandas as pd
astmontn

Jupyter Lab = vounioads T 8

5 daysag0
‘This app will launch a Jupyter Lab server on one or more nodes. ¢
2morths aso ¥ = npsint)

Interactive Apps

Deskiops
Allocation
DNiagara Desktop PLEPLoLO, ¥)

scinet

- Jupyter Lab Number of hours
: sin(x)

@ RStudio Server 2

VS Code Number of cores
= svitsin
£ belam-penchsh & monthsago
2 comert ran_quota_to_jso. 15 day

mber of cores assigned £ aotsemote_setup_ineim. 19 day
£ dotremote_setup_openm.
Amount of memory (GB) 3 dot_remote_setup_openm.
. 0 dotremote_setupsh
0 e

Lyas._sasit
au_project quotas son

Amount of memory assigned (170GB maximum available)
aw_scrateh_quotaison

0 1 would like to receive an email when the session starts aw_scratch_quotazison
3 retame_xs6_it

userquota_projectjson 5 daysago
userquota_scratchjson 5 daysago

*The Jupyter Lab session data for this session can be accessed under the data root
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Interactive Applications

e Full list of supported apps:

AMDZ1|| Ansys N

AMDUProf ANSYS

Nsight Eclipse

C || . P

CHIMERA coMsoL

ParaView PseudoFuN

© G QGIS || reLoY

Firefox Galaxy

GaussView Qals RELION

2 Z L S
X Jupyter
el ~

iDL

jupyter LS-DYNA Lumerical STAR-CCM+ TensorBoard

+ | M L3 X

Mathematica MATLAB

Meshroom

OnDemand apps

James Willis (SciNet) Interactive Computing with Open OnDemand December 11, 2024 13/28



Terminal Access

e |t provides a web-based shell to run command-line tasks directly from the browser, which can ease
new users into using a terminal
« > C B QO 8 &= https://ondemand.scinet.utoronto.ca/pun/sys/shell/ssh/nia-login01.scinet.local
Host: nia-login01.scinet.local

willis2@nia-login@1:~$
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Advantages over JupyterHub

® You can:
» Browse the file system
» Run terminal commands
» Monitor active jobs
without having to submit a job and waiting for a node to be allocated to you

Open OnDemand compute nodes have internet access by default on Niagara

There are large number of applications already supported within the community

It's being actively developed and has a large user base

High level of customisation and extensibility through configuration files (.yaml)

Can customise the user experience based on their research needs
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SciNet Deployment

e We have deployed Open OnDemand at SciNet and are currently in beta testing

® |t provides access to Niagara currently, but will be expanded to other systems in the future,
i.e. Trillium

e Users can access the SciNet Open OnDemand portal at: https://ondemand.scinet.utoronto.ca
® Login credentials are the same as your Alliance account
e MFA is enabled, so you will be prompted to authenticate with Duo

® There is a quickstart guide on our wiki:
https:/ /docs.scinet.utoronto.ca/index.php/Open_OnDemand_ Quickstart

e We'd like to thank Grigory Shamov and Stefano Ansaloni from the University of Manitoba for their

help with the initial setup
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SciNet Deployment

e We have the following setup available on our portal so far:

e Filebrowser e Jupyter Lab

e Job Submission e RStudio

e Job Monitoring e VS Code

e Terminal ® Remote Desktop

e The CC stack is used to load RStudio, VS Code, and Remote Desktop applications

* Note: this is a work in progress and we are continuously adding new features/applications,
fixing bugs and you may face outages
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SciNet Deployment - SLURM Scheduling

e We have setup a new scheduler for interactive Open OnDemand jobs
® Queue specs:

> 2 nodes (nia0073 and nia0074)

» Scheduled by-core

» Can request how much memory you need in GB

» 3 day job time limit

A
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Open OnDemand Demo
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Feedback

e Please give Open OnDemand a try and let us know what you think!
o We welcome feedback and are open to suggestions for improvement

e Let us know if you'd like to see any specific applications or features added
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Summary

We introduced Open OnDemand as an alternative to terminal-based interfaces for accessing HPC
resources

Discussed its key features and advantages over other web-based interfaces

Showed the SciNet Open OnDemand portal and the applications currently available

Please email any questions to: support@scinet.utoronto.ca
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support@scinet.utoronto.ca

Open OnDemand Installation

A
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SciNet Installation and Configuration

e There are a couple of different components needed to get Open OnDemand up and running:
© Portal
© User authentication
® Compute nodes
© SLURM scheduler

A
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Open OnDemand Portal

The Open OnDemand portal runs on a dedicated server(s) separate from the compute nodes

Orchestrated by Nomad (https://www.nomadproject.io)

Runs as a Nomad service inside a container

The portal itself is an Apache web server

Filesystem is mounted via a CSI volume
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https://www.nomadproject.io

User Authentication

User authentication is handled by Authelia (https://www.authelia.com):

Authelia is an open-source authentication and authorisation server

Users log in with their Alliance credentials

MFA is enabled, users will be prompted to authenticate with Duo/Yubikey
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https://www.authelia.com

Compute Nodes

e In the Job Composer app, users can submit jobs to the Niagara compute nodes as normal

e However, Niagara compute nodes are scheduled by node meaning all 40 cores and 180GB memory
are allocated to the user

e For Open OnDemand interactive jobs, we decided to have a separate set of nodes that are scheduled
by-core
e So that we can make better use of the computing resources

e We set aside two nodes for Open OnDemand interactive jobs (likely to expand in the future)
® These nodes are scheduled by-core

e They are provisioned using Puppet (https://www.puppet.com) which is a configuration management

tool
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e We are transitioning away from xCAT to Puppet


https://www.puppet.com

SLURM Scheduler

It is more efficient for SLURM to stick to one scheduling policy, i.e. either by-node or by-core

So we have setup a separate scheduler for Open OnDemand jobs

This is also provisioned using Puppet

Jobs are scheduled via an ssh wrapper

An ssh connection is established to the OOD /login node and an sbatch command is executed
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Network Diagram

i OOD Sched

@ Niagara Sched |
; ; Authenticate
nia-login01j«— user login with
. Autheli
nia0001 e

niaé064 & Web Browser
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